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1 Introduction and aim

Nowadays numerous video capturing, processing and visualizing sys-
tems operate in the cities, providing a huge amount of visual infor-
mation which must be automatically processed. We can mention
here applications like video surveillance, aerial exploitation, traffic
monitoring, urban traffic control, forest fire detection, detection of
changes in vegetations, urban change detection or disaster protec-
tion.
Change detection is an important preliminary task in visual inter-
pretation. The frames of a surveillance video flow change if a new
person appears in the scene, someone leaves a bag in a room, or,
considering an aerial remote sensing task, a new house is built up.
However, we can also observe changes if the camera moves or the
illumination conditions alter. It is important to emphasize that the
set of ‘interesting’ changes is different in various applications.
In computer vision, identifying the regions of interest through the
changed image regions is often an efficient hypotheses. Moreover,
shape, size, number and position parameters of the relevant scene
objects can be derived from an accurate change map and used di-
rectly by several high level tasks like object identification or event
analysis. From an other point of view, one can find plenty of use-
ful algorithms in the literature which are based on the accurately
extracted change masks. These methods can be only used, if the
quality of the preprocessing change detection step is appropriate.
As the large variety of applications shows, different classes of change
detection algorithms should be separated depending on the environ-
mental conditions and the exact goals of the systems. This thesis
deals with three selected tasks from the problem family. The first
task is separation of foreground, background and moving shadows
in surveillance videos captured by static cameras. In this environ-
ment, long video sequences are available recorded from the same
camera position, which enables building statistical background and
shadow models based on temporal measurements. The goal is to
extract the accurate shape of the objects or object groups for fur-
ther post-processing.
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The second problem is moving object detection in airborne images
captured by moving cameras. In this case, image pairs are only pro-
vided instead of videos. The task contains motion compensation in
reasonable time, removing registration errors and removing parallax
distortion.
The goal of task 3 is structural change detection in registered air-
borne images captured with significant time difference. The task
needs a more sophisticated approach than simple pixel value differ-
encing, since due to seasonal changes or altered illumination, the
appearance of the corresponding unchanged territories may be also
significantly different. In the demonstrating example, the goal is
marking the new built-in areas and ignoring all the irrelevant dif-
ferences.

2 Methods Used in the Experiments

In the course of my work, theorems and assertions from the field of
mathematical statistics, probability theory, optimization, reported
results of image and video processing were explored. The proposed
models are different implementations of Markov Random Fields
(MRF, [17]). The output is a segmented image (e.g. a change
mask), which is obtained by a global energy optimization:

arg max
ω

P (ω|O) = arg min
ω

(
− log P (O|ω) +

∑

C∈C
VC(ω)

)
, (1)

where O denotes observed image features, ω is a possible segmenta-
tion. C is the set of cliques, namely, pixel groups containing pairwise
connected (i.e. neighbouring) sites. P (.|.) denotes conditional prob-
ability, and VC is a clique potential function. Markovian property
means here that only the neighboring sites interact directly.
Contributions of this thesis are presented in efficient feature extrac-
tion, probabilistic modeling of natural processes and feature inte-
gration via local innovations in the model structures.
The test environment for task 1 is the PPKEyes which is a digital
video surveillance system developed at the Pázmány Péter Catholic
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Figure 1: Separation of foreground (white), shadow (gray) and back-
ground (black) regions in surveillance videos [Thesis 1].

University (PPCU) which is operating in the university campus.
Validation of the proposed algorithms was also performed on pub-
licly available video databases. The aerial images used in the test
regarding task 2 and task 3 were provided by the ALFA project,
the photos were partially bought from the Hungarian Institute of
Geodesy, Cartography and Remote Sensing (FÖMI).
For the design and testing of the algorithms I have used Matlab and
Visual Studio .Net environments. Implementing image processing
routines in C/C++have been highly facilitated by the OpenCV soft-
ware toolbox provided by Intel. This thesis and the corresponding
publications of the author have been prepared in LATEX.

3 New Scientific Results

1. Thesis: I have worked out a novel spatio-temporal prob-
abilistic model based on MRF for foreground - background
separation and cast shadow detection in video frames. I
have experimentally shown that the proposed method out-
performs the recently published models with the same goals
and scene assumptions.
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Published in [1][2][4][5][14]
Co-author publications from the writer of this thesis, where the pro-
posed model has been applied: [8][9][10][11][12]

The introduced model aims to efficiently separate foreground, back-
ground and cast shadows in videos provided by real surveillance
applications. The method assumes that the sequences have been
captured by static cameras, however, they may have low quality
and low/uncertain frame rate. The model considers camera noise,
temporal changes in illumination and presence of reflecting scene
surfaces with inhomogeneous albedo and geometry. The energy term
defined by eq. 1 has the following form:

∑

s∈S

− log P (o(s)|ω(s)) +
∑

{r,s}∈C
Θ(ω(s), ω(r)), (2)

where o(s) is the feature value measured at pixel s, while ω(s) de-
notes the label of s indicating its segmentation class: foreground,
background or shadow. P (o(s)|ω(s)) is the probability that o(s) is
generated by the class featured by ω(s). The proposed model fo-
cuses on efficient feature extraction, and appropriate probabilistic
modeling of the different classes. The Θ(., .) term is responsible for
the spatial smoothness of the segmentation, penalizing neighboring
node pairs with different labels.

1.1. I have proposed a novel statistical and adaptive color model
for detecting cast shadows. I have shown that the procedure
is more efficient than using previous approaches if the scene
reflection properties are not ideally Lambertian.

The most significant drawback of previously published shadow mod-
els is that their validity is limited to very specific environments, e.g.
they expect presence of purely Lambertian reflecting surfaces. The
performance of these methods notably decreases in lack of satisfying
the scene assumptions.
I have introduced a novel parametric shadow model. My method
can be used under variant illumination conditions, and it stochasti-
cally models the differences of real scenes from an ideal Lambertian
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environment. Local feature vectors are derived at the individual pix-
els, and the shadow’s domain is represented by a global probability
density function in that feature space. The parameter adaption al-
gorithm is based on following the changes in the shadow’s feature
domain. Test results confirm that in real scenes the number of cor-
rectly detected shadowed pixels is significantly higher than using
the purely Lambertian model.

1.2. A novel foreground description has been given based on
spatial statistics of the nearby pixel values. I have shown that
the introduced approach enhances the detection of background
or shadow-colored object parts, even in low and/or unsteady
frame rate videos.

Most of the previous methods identified foreground areas purely
by recognizing the image regions which match neither to the back-
ground nor to the shadow models.That approach may result in erro-
neous classification of background/shadow colored object parts. In
some other cases frame rate sensitive features have been used which
may not be available in several real applications.
I have proposed a novel multi-modal color model for foreground.
My method exploits spatial color statistics instead of high frame
rate temporal information to describe the regions of moving ob-
jects. Using the assumption that any object consists of spatially
connected parts which have typical color/texture patterns, the dis-
tribution of the likely foreground colors have been locally estimated
in each pixel neighborhood. Based on the test, several objects’ parts
were correctly detected in this way, which were erroneously ignored
by models using a uniform foreground color distribution.

1.3. I have given a probabilistic model of the microstructural
responses in the background and in the shadow. Thereafter, I
have completed the MRF segmentation model with microstruc-
ture analysis. The proposed adaptive kernel selection strategy
considers the local background properties. I have shown via
synthetic and real-world examples, that the improved frame-
work outperforms the purely color based model, and methods
using a single kernel.
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Although integration of simple color and texture features are widely
used in image segmentation, textural components only have favou-
rable contribution to the results if the local texture of the scene or
the objects matches the selected features. Usually in a real world en-
vironment ,we cannot find one proper textural feature for the whole
scene. On the other hand, an irrelevant descriptor may increase the
noise instead of enhancing the quality of segmentation.
I have developed a probabilistic description of microstructural re-
sponses observed in the background and in shadows. The features
can be defined by arbitrary 3 × 3 kernels. At different pixel posi-
tions different kernels can be used, and an adaptive kernel selection
strategy is proposed considering the local textural properties of the
background regions. I have shown that the improved shadow model
can also collaborate with the microstructural descriptors, and the
distribution parameters can be analytically estimated. I have exper-
imentally shown that the proposed solution outperforms both the
purely color based segmentation model, and the single kernel based
color-texture fusion technique.

1.4. I have experimentally shown that among the widespread
color spaces, the CIE L*u*v* model is the best for cast shadow
detection, both using an elliptical separation in the space of the
introduced pixel-level descriptors and regarding a color space
independent extension of the proposed MRF-segmentation model.

Finding the most appropriate color space for cast shadow detection
is still an open question. I have shown that color space selection is
a key issue in shadow detection, if for practical purposes, shadow
models with less free parameters are preferred.
I have developed a foreground/shadow pixel by pixel classifier which
can work with different color spaces. Since at pixel-level, the statis-
tics of the expected foreground colors is hard to estimate, I de-
scribed the shadow domain in the feature space following a one-
class-classification approach with elliptical border surface. I have
supported the general relevancy of the proposed schema by an ex-
tensive study. Using this model, I have performed a detailed experi-
mental comparison of seven widely used color systems. A color space
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Figure 2: Object motion detection in image pairs captured by mov-
ing airborne vehicles. Input images and the resulting mask of inde-
pendent motions [Thesis 2.1].

independent extension of the proposed MRF-segmentation model
has also been given with corresponding comparative experiments.
Both evaluations showed the clear superiority of the CIE L*u*v*
color space.
Since the first experiment series did not exploit any accessory infor-
mation beyond the pixel by pixel shadow descriptors, the obtained
results are more objective and general regarding the direct effects of
color space selection. On the other hand, the comparison using the
composite Markovian model – which also integrates neighborhood
connection, spatial color statistics and texture information – shows
that the advantage of using the appropriate color space can be also
measured directly in the applications.

2. Thesis: I have developed novel three layer MRF models
for object motion detection in unregistered aerial image
pairs and built-in change detection in aerial photos cap-
tured with several years time difference. I have experi-
mentally validated the proposed models.

Published in [3][6][13]

2.1. I have developed a novel statistical model for object mo-
tion detection in image pairs captured by moving airborne vehi-
cles. I have experimentally shown that the proposed approach
outperforms previous models which use purely linear image re-
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gistration techniques or local parallax removal.

This model deals with object motion detection in aerial image pairs
taken from a moving platform. We assume that the photos con-
tain ‘dense’ parallax, but after projective registration, the resulting
local distortion has a bounded magnitude. For the above case, I
have shown that frame differencing (d) and local block correlation
with a moving window (c) provide efficient complementary features
to remove registration errors from the motion mask. Thereafter, I
have developed a novel three layer MRF model structure for this
change detection task. The segmentations of the first and third lay-
ers are based on the two different features, while the second layer
represents the final change mask without direct links to the obser-
vations. Intra-layer connections ensure smoothness of the segmen-
tation within each layer, while inter-layer links provide semantically
correct labeling in the middle (second) layer. The Markovian energy
term (eq. 1 ) is calculated as follows:

∑
s

− log P d
s +

∑
s

− log P c
s +

∑

i,{r,s}
Θ(ω(ri), ω(si)) +

∑
s

ςs,

where P d
s and P c

s characterize the consistency of the extracted fea-
tures and the corresponding segmentation labels, similarly to eq.
2. The Θ(., .) function ensures smoothed segmentation within each
layer (indexed by i). The value of ςs is ±ρ, depending whether the
labels assigned to pixel s in the three layers agree with the pre-
scribed label fusion rules or not.
Validation shows the superiority of the proposed model versus pre-
vious approaches for the same problem.

2.2. I have developed a Markovian framework for structural
change detection in aerial photos captured with significant time
difference. I have shown through an application on built-in
change detection that connecting the segmentations of the dif-
ferent images via pixel-level links results in an efficient region
based change detection method, which is robust against the
noise and incompleteness of the class descriptors.

I have proposed a MRF framework for structural change detection
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Figure 3: Built-in change detection in aerial image pairs taken with
significant time difference. a)-b) aerial photos from 2000 and 2005,
respectively. c) mask of detected changes d) change mask projected
to the second frame [Thesis 2.2].

based on the three layer model introduced in Thesis 2.1. In this
case, two layers correspond to photos from the same area taken with
large time differences and one for the detected change map. I tested
this co-segmentation model considering two clusters on the pho-
tos: built-in and natural/cultivated areas. The proposed Bayesian
segmentation framework exploits not only the extracted noisy class-
descriptors, but also creates links between the segmentations of the
two images, ensuring to get smooth connected regions in the change
mask. I have shown that this joint segmentation model enhances
the detection of changes versus the conventional composition of two
independent single-layer MRF processes.

4 Application of the Results

All the developed algorithms can be used as preprocessing steps of
high level computer vision applications, especially in video surveil-
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lance, traffic monitoring and aerial exploitation.
The proposed methods directly correspond to ongoing research pro-
jects with the participation of the Pázmány Péter Catholic Univer-
sity or the MTA-SZTAKI. Particularly, the Shape Modeling E-Team
of the EU Project MUSCLE is interested in learning and recogniz-
ing shapes as a central part of image database indexing strategies.
Its scope includes shape analysis and learning, prior-based segmen-
tation and shape-based retrieval. In shape modeling, however, ac-
curate silhouette extraction is a crucial preprocessing task.
The primary aim of the Hungarian R&D Project ALFA (NKFP
2/046 /04 project funded by NKTH) is to create a compact vision
system that may be used as autonomous visual recognition and nav-
igation system of unmanned aerial vehicles. In order to make long
term navigational decisions, the system has to evaluate the captured
visual information without any external assistance. The civil use of
the system includes large area security surveillance and traffic moni-
toring, since effective and economic solution to these problems is not
possible using current technologies. The Hungarian GVOP (3.1.1.-
2004-05-0388/3.0) tackles the problem of semantic interpretation,
categorizing and indexing the video frames automatically. For all
these applications, object motion detection provides significant in-
formation.
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vited me to his group to give a seminar.
I say particular thanks to Tibor Vámos (MTA-SZTAKI), who em-
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